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[1] Du et al., “Learning Spatiotemporal Features with 3D Convolutional Networks,” ICCV 2015
[2] Du et al., “A Closer Look at Spatiotemporal Convolutions for Action Recognition,” CVPR 2018

Fundamentals of Video Generation
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Video Diffusion Model

[1] Ho et al., “Video Diffusion Models,” NeurIPS 2022

• Extends 2D U-net , for 3D data 
• Each feature map is a 4D tensor ( frames x height x width x channels )
• 3D U-net is factorized over space and time - Each layer operates either in the space or time dimension

• 2D conv in the 2D U-net is extended to be space-only 3D conv -  3x3 conv become 1x3x3 conv
• Each spatial attention block remains as attention over space - here first axis (frames) is treated as batch dim

• A temporal attention block is added after each spatial attention block. 
• Perform attention over the first axis (frames) and treats spatial axes as the batch dim
• The relative position embedding is used for track the order of frames. 
• The temporal attention block is important for the model to capture good temporal coherence.



Video Diffusion Model - Sample Results



Make-a-Video (by Meta)

Singer et al., “Make-A-Video: Text-to-Video Generation without Text-Video Data,” arXiv 2022.

Make-A-Video consists of three main components: 

1. A base T2I model trained on text-image pairs

2. Spatiotemporal convolution and attention layers that extend the networks’ building blocks to the temporal 
dimension 

3. A frame interpolation network for high frame rate generation
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Singer et al., “Make-A-Video: Text-to-Video Generation without Text-Video Data,” arXiv 2022.
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Make-a-Video (by Meta)

Singer et al., “Make-A-Video: Text-to-Video Generation without Text-Video Data,” arXiv 2022.



Make-a-Video (by Meta) - Training

Singer et al., “Make-A-Video: Text-to-Video Generation without Text-Video Data,” arXiv 2022.



Make-a-Video (by Meta) - Results

Singer et al., “Make-A-Video: Text-to-Video Generation without Text-Video Data,” arXiv 2022.

https://makeavideo.studio/



Tune-a-Video 

Wu, Jay Zhangjie, et al. "Tune-a-video: One-shot tuning of image diffusion models for text-to-video generation." in ICCV 2023.

One-Shot Video Tuning, 

• Only one text-video pair is presented

• Model is built on state-of-the-art T2I 
diffusion models pre-trained on massive 
image data.

• Two key observations: 
• 1) T2I models can generate still 

images that represent verb terms
• 2) extending T2I models to generate 

multiple images concurrently exhibits 
surprisingly good content consistency. 

• To learn continuous motion, Tune-A-Video 
is introduced, which involves a tailored 
spatio-temporal attention mechanism and 
an efficient one-shot tuning strategy.



Tune-a-Video 

Wu, Jay Zhangjie, et al. "Tune-a-video: One-shot tuning of image diffusion models for text-to-video generation." in ICCV 2023.

Given a captioned video,
• finetune a pre-trained T2I model (e.g.,Stable Diffusion) for T2V modeling. 
• During inference, generate novel videos that represent the edits in text prompt while preserving the temporal 

consistency of input video.
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Tune-a-Video 

Wu, Jay Zhangjie, et al. "Tune-a-video: One-shot tuning of image diffusion models for text-to-video generation." in ICCV 2023.



Tune-a-Video - Training 

Singer et al., “Make-A-Video: Text-to-Video Generation without Text-Video Data,” arXiv 2022.



Tune-a-Video - Results

Singer et al., “Make-A-Video: Text-to-Video Generation without Text-Video Data,” arXiv 2022.

https://tuneavideo.github.io/



Align your Latents

Blattmann, Andreas, et al. "Align your latents: High-resolution video synthesis with latent diffusion models." in CVPR 2023.



Align your Latents

Blattmann, Andreas, et al. "Align your latents: High-resolution video synthesis with latent diffusion models." in CVPR 2023.

Finetune temporal decoder :

• Process video sequences with a frozen 
per-frame encoder and enforce 
temporally coherent reconstructions 
across frames.

• Additionally a video-aware 
discriminator is also employed

LDMs, a diffusion model is trained in latent 
space. It synthesizes latent features, which 
are then transformed through the decoder 
into images. 



Align your Latents

Blattmann, Andreas, et al. "Align your latents: High-resolution video synthesis with latent diffusion models." in CVPR 2023.

• During optimization, the image 
backbone θ remains fixed and only 
the parameters ϕ of the temporal 
layers ϕ are trained

• During training, the basevmodel θ 
interprets the input sequence of 
length T as a batch of images. 

• For the temporal layers ϕ , these 
batches are reshaped into video 
format. Their output z′ is combined 
with the spatial output z, using a 
learned merge parameter α. 

• During inference, skipping the temporal layers yields the original image model.

• For illustration purposes, only a single UNet Block is shown. B denotes batch size, T sequence length, C 
input channels and H and W the spatial dimensions of the input. 

Turn a pre-trained LDM into a video generator by inserting temporal layers that 
learn to align frames into temporally consistent sequences. 



Align your Latents

Blattmann, Andreas, et al. "Align your latents: High-resolution video synthesis with latent diffusion models." in CVPR 2023.

• initially generates sparse keyframes 
at low frame rates, 

• temporally upsample them twice by 
another interpolation latent diffusion 
model.



Align your Latents - Training

https://github.com/m-bain/webvid



Align your Latents - Results

https://research.nvidia.com/labs/toronto-ai/VideoLDM/samples.html
Blattmann, Andreas, et al. "Align your latents: High-resolution video synthesis with latent diffusion models." in CVPR 2023.


