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Motivation - Self-Improving Monocular Depth Prediction  

Unsupervised
CNN-Based

Monocular Depth
Prediction

Does not model:
● Photo changes
● Wide-baseline constraints 

(beyond 3-5 frames)
● ....

● Fails to predict accurate depths (especially for farther points)

[1] Godard, Clément, et al. "Digging into self-supervised monocular depth estimation." in ICCV 2019 
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geometric-CNN framework

We propose a Self-Supervised, Self-Improving framework.
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A Self-Supervised, Self-Improving Framework

Monocular 
Video/Images

[1] Godard, Clément, et al. "Digging into self-supervised monocular depth estimation." in ICCV 2019 

MonoDepth2-M [1]

● Base Unsupervised Monocular Depth Network: MonoDepth2-M [1]
● Train MonoDepth2-M using monocular videos in a complete unsupervised manner.
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[1] Godard, Clément, et al. "Digging into self-supervised monocular depth estimation." in ICCV 2019 
[2] Mur-Artal wt al."ORBSLAM2: An open-source slam system for monocular, stereo, and rgb-d cameras." IEEE Transactions on Robotics 2017

RGB CNN predicted 
Depth

● Prepare Pseudo RGB-D data
● Run RGB-D SLAM on Pseudo RGB-D pairs. We use RGB-D version of ORB-SLAM2 [2] as base RGB-D SLAM
● Save Pseudo RGB-D SLAM outputs (Camera poses, keyframes, tracked keypoints and their depth values)

MonoDepth2-M [1]

ORBSLAM2 [2]
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[1] Godard, Clément, et al. "Digging into self-supervised monocular depth estimation." in ICCV 2019 
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RGB CNN predicted 
Depth

MonoDepth2-M [1]

ORBSLAM2 [2]

Depth Network Pose  Network

● Pose Refinement
○ Use the refined depth model to prepare Pseudo RGB-D data
○ Re-run Pseudo RGBD-D SLAM and get refined camera poses, keypoints amd their updated locations



A Self-Supervised, Self-Improving Framework

[1] Godard, Clément, et al. "Digging into self-supervised monocular depth estimation." in ICCV 2019 
[2] Mur-Artal wt al."ORBSLAM2: An open-source slam system for monocular, stereo, and rgb-d cameras." IEEE Transactions on Robotics 2017

RGB CNN predicted 
Depth

● Self-Improving Loop
○ Run until we see no improvement in depth and/or pose

MonoDepth2-M [1]

ORBSLAM2 [2]

Depth Network Pose  Network



A Self-Supervised, Self-Improving Framework

Pose Refinement

● Cannot use Pseudo RGB-D data directly to run RGB-D SLAM
● Pseudo Depth Sensor

○ CNN predict depth values at different scales compared to real active sensors e.g LiDAR
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Pose Refinement

● Cannot use Pseudo RGB-D data directly to run RGB-D SLAM
● Pseudo Depth Sensor

○ CNN predict depth values at different scales compared to real active sensors e.g LiDAR

● Adaptive Baseline (b)
○ Mimic the setup of KITTI dataset [1]

80 meters

0.54 meters

Max CNN-predicted depth 
of the input sequence

[1] Geiger, Andreas, et al. "Vision meets robotics: The kitti dataset." The International Journal of Robotics Research 32.11 (2013): 1231-1237.
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poses.
Pre-training Configuration
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A Self-Supervised, Self-Improving Framework

Depth Refinement

[1] Geiger, Andreas, et al. "Vision meets robotics: The kitti dataset." The International Journal of Robotics Research 32.11 (2013): 1231-1237.

Depth Network Pose  Network

Depth Network

pRGBD SLAM

● Pre-training: Use MonoDepth2’s pose network (Once).
● Depth Refinement: Use Pseudo RGB-D SLAM’s output 

poses.
● True Camera Intrinsics

○ Instead of average camera intrinsics , we use  true 
camera intrinsics during refinement.

Refinement Configuration
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A Self-Supervised, Self-Improving Framework

Depth Refinement

Set of keypoints visible in all the three keyframes

Depth of ith keypoint in the keyframe        obtained from the depth network

Relative camera poses between         and its temporally adjacent frames, obtained 
from Pseudo RGB-D SLAM

Temporally adjacent frames of the central keyframe 
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Depth Refinement

Temporally adjacent frames of central keyframe 

Synthesized temporally adjacent frames 

Photometric error
Narrow baseline 

lossesSmoothness loss
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Depth Refinement

Depth of ith keypoint in the keyframe        obtained from the depth network

Backproject to 3D

Depth transfer

Relative camera pose obtained from Pseudo RGB-D SLAM
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A Self-Supervised, Self-Improving Framework

Depth Refinement

Depth transfer

Depth Transfer loss Depth Transfer lossSymmetric Depth 
Transfer loss

Wide baseline 
losses

Similarly compute



A Self-Supervised, Self-Improving Framework

Depth Refinement

Depth of ith keypoint in the keyframe        obtained from the depth network

Depth of ith keypoint in the keyframe        obtained from Pseudo RGB-D SLAM

Depth Consistency Loss

Total Loss



Experiments - Depth Refinement Evaluation
Quantitative Results

● Standard KITTI Eigen’s 
train-test split

● M   : Monocular tranining
● S     : Stereo training
● MS : Monocular and stereo 

training



Experiments - Depth Refinement Evaluation

RGB MonoDepth2 [1]-Stereo Supervision

MonoDepth2 [1]-Monocular Supervision pRGBD-Refined
(Proposed Method)

[1] Godard, Clément, et al. "Digging into self-supervised monocular depth estimation." in ICCV 2019



Experiments - Depth Refinement Evaluation
Qualitative Results

RGB MonoDepth2[1]-Monocular Supervision pRGBD-Refined
(Proposed Method)

● Visual improvements in the depth of farther points.



Experiments - Pose Refinement Evaluation
Quantitative Results

[1] Geiger, Andreas, et al. "Vision meets robotics: The kitti dataset." The International Journal of Robotics Research 32.11 (2013): 1231-1237.

● KITTI Odometry Dataset
● Training Sequences: 00 - 08
● Testing Sequences:  09 and 10
● pRGBD-Initial: Pseudo RGB-D SLAM 

using pretrained CNN depths i.e 0th 
self-improving loop.



Experiments - Pose Refinement Evaluation
Quantitative Results

[1] Geiger, Andreas, et al. "Vision meets robotics: The kitti dataset." The International Journal of Robotics Research 32.11 (2013): 1231-1237.

● KITTI Odometry Dataset
● Training Sequences: 00 - 08
● Testing Sequences:  11 - 21



Experiments - Pose Refinement Evaluation
Qualitative Results

KITTI Odometry Sequence 09 KITTI Odometry Sequence 19



Analysis of Self-Improving Loops

● Improved depth predictions 
of both nearby and farther 
away points.

● Significant rate of reduction 
of errors.

● Pose refinement 
complements depth 
refinement.

Depth/Pose Evaluation metric w.r.t self-improving loops. Depth 
Evaluation metrics in (a-c) are computed at different max depth caps.



Conclusion

● Self-Improving framework to couple geometrical and learning based methods for 3D 
perception.

● Win-win situation achieved
● Both monocular SLAM and depth prediction are improved by a significant margin, without any 

active depth sensor and ground truth label
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