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[1] Godard, Clément, et al. "Digging into self-supervised monocular depth estimation." in ICCV 2019 
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KITTI Eigen Split Test Set
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(Qualitative Results)
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● Visual improvements in the depth of farther points.



Motivation

Geometric RGB SLAM e.g ORB-SLAM2

RGB 
Images



Motivation



Motivation

RGB-D SLAM e.g ORB-SLAM2

Depth (D) from
Active depth sensor

(e.g LiDAR)



Motivation

RGB-D SLAM e.g ORB-SLAM2

Depth (D) from
Active depth sensor

(e.g LiDAR)



Motivation

RGB-D SLAM e.g ORB-SLAM2

Depth (D) from
Active depth sensor

(e.g LiDAR)
Pseudo RGB-D SLAM



Motivation

Pseudo RGB-D SLAM

● Use CNN based depth estimation model 
as a Pseudo Active depth sensor.

● Is it straightforward ?

● Because CNN predicts depth maps at 
very different metric scales.

NO

Adaptations, e.g.,  Adaptive baseline



Motivation

Pseudo RGB-D SLAM

● Use CNN based depth estimation model 
as a Pseudo Active depth sensor.

● Is it straightforward ?

● Because CNN predicts depth maps at 
very different metric scales.

NO

Adaptations, e.g.,  Adaptive baseline


